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The purpose of this study was to examine the quality of quantitative articles published in the Journal of Counseling & Development. Quality concerns arose in regard to omissions of psychometric information of instruments, effect sizes, and statistical power. Type VI and II errors were found. Strengths included stated research questions and appropriateness of analyses. Implications of these results are provided.
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Research, defined as “an activity conducted to increase knowledge by systematically collecting, analyzing, and interpreting data to answer carefully formulated questions about publicly observable phenomena” (Hadley & Mitchell, 1995, p. 4), is imperative to advancing a profession. Research informs what services should be provided, to whom services should be delivered, and how services should be implemented. In the counseling field, this mandate equates conducting research to help our clients, supervisees, and students. However, if research is truly to inform and advance theory and practice, then it needs to be of quality (Sink & Mvududu, 2010). “The faith one places in the conclusions made from a study is related to the quality of the study” (Wampold, 2006, p. 94), and quality is dictated by the weakest element in design, execution, and analysis (Berger, Matthews, & Grosch, 2008).

Thus, quality of research lies within all stages of a study, including the literature reviewed, questions asked, research design and analyses selected, and results reported. To ensure research is meeting the goal of informing practice and theory, counselors need to make a thorough assessment of the quality of published research.

Within the counseling field, most examinations have been content analyses of research articles rather than indicators of quality. Typically, a content analysis includes types of articles published (e.g., conceptual, empirical), authors and their institutions, and topics covered (e.g., Blancher, Buboltz, & Soper, 2010). Recently, a focus on samples has been included in some content analyses (e.g., Blancher et al., 2010; Erford et al., 2011; Ray et al., 2011), and Erford et al. (2011) also described the methodology and statistical analyses used as well as trends of empirical publications over time. Each of these studies included frequency counts of the samples, methodologies, and statistical analyses used but did not address the appropriateness of these or other statistical factors, such as statistical power and effect size, that affect findings. Although content analyses are important in understanding trends in the counseling field, lacking is a focus on the quality of published research. Barrio Minton, Fernando, and Ray (2008) specifically stated they made no effort to evaluate the quality of the articles in their review. However, examining research quality is necessary as an indicator of how well researchers are informing the field.

Fong and Malone (1994) published one of the few studies focused on quality of research in the field. They examined over 100 quantitative manuscripts submitted to Counselor Education and Supervision and found both research design and data analysis errors. The most common research design errors included lack of or unclear research questions, sampling errors, and instrumentation problems. For data analyses, the most predominant problems were using the wrong statistical technique and conducting piecemeal analyses for studies that included multiple variables. Although Fong and Malone’s study provided important information, they focused solely on manuscripts submitted for publication in Counselor Education and Supervision, not studies actually published. Manuscripts submitted for publication and rejected may be more flawed than those that are accepted and published. In addition, manuscripts that are submitted may not necessarily reach public awareness and thus do not affect the field. Exploring the quality of published research in counseling journals is needed if counselors are to know how research is affecting their field (both negatively and positively). In addition, examining published research would provide researchers information about how to enhance quality of research, offer consumers questions to ask when reading published articles, and inform educators regarding changes in research training needed to enhance research quality.

Focusing on quality or error in research can be overwhelming, because different methodologies (e.g., quantitative, qualitative) have different purposes (e.g., test or develop theory, generalize or gain broad information on a specific topic). Thus,
different measures of quality exist within each type of methodology or design. For example, typically a goal in quantitative methodology is to generalize to the larger population, whereas qualitative methodology seeks to describe something of interest in its context, thus leading to different sampling strategies (Johnson & Christensen, 2008). Therefore, when focusing on quality of empirical research published in counseling journals, researchers should analyze quantitative and qualitative methodologies separately. An in-depth examination of each would be beyond the scope of one article.

The purpose of this study was to examine the quality of quantitative research published in the counseling field’s flagship journal, the Journal of Counseling & Development (JCD). We selected JCD because of its wide scope and its goal of publishing “articles that inform counseling practice with diverse client populations in a variety of settings and that address issues related to counselor education and supervision” (American Counseling Association [ACA], n.d.). Indeed, Fernando and Barrio Minton (2011) found JCD to be the pivotal journal in the counseling profession, serving as a central point of connection between all other counseling journals. We chose to focus on quantitative research because this represented most of the empirical articles in JCD. Erford et al. (2011) found that, despite increases, qualitative research accounted for only 28% of the empirical articles published in JCD in recent years, with quantitative research making up the majority (72%) of empirical publications. Our study’s research questions were the following:

- **Research Question 1**: What types of quantitative research are being published in JCD?
- **Research Question 2**: What is the quality of the quantitative research being published in the journal?

### Method

#### Sample

The sample for the current study was composed of articles published in JCD during the years 2009 and 2010. This equated to volumes 87–88, which consisted of eight issues. The total number of articles published in all eight issues was 125. Of these, 58 (46.4%) of the articles were empirical, with the remainder being theoretical or conceptual, editorials, book reviews, exchanges between authors, and commentary on current issues. Of the 58 empirical articles, the majority were quantitative (n = 38, 65.5%), 18 were qualitative (31%), and two were mixed methods (3.4%). Both the quantitative and mixed methods articles (n = 40) were selected for the current study.

#### Variables

**Quantitative designs.** Type of quantitative design published in JCD was assessed by determining if the study design was experimental, quasi-experimental, outcome based, process research, analogue, or descriptive as defined by Heppner, Wampold, and Kivlighan (2008). Descriptive designs included correlational and causal comparative designs as well as simple descriptive statistics such as means, standard deviations, and frequency counts. An “other” category was added for additional designs, such as Q methodology and content analysis.

**Research quality.** Two aspects of quality were examined for the current study: research design and data analysis. More specifically, in line with Fong and Malone (1994), quality of the research design includes the (a) existence of a theoretical or conceptual framework, (b) existence of a research question to drive the study, (c) the connection of the sampling procedure to the research design selected, and (d) psychometrics of instrumentation. In exploring the quality of data analysis, we followed the recommendations of Ellis, Ladany, Krengel, and Schult (1996) and Newman, Fraas, Newman, and Brown (2002). Thompson (2002) indicated that due to possible influence of sample size and other methodological and statistical aspects of analysis, “practical or clinical significance, or both, will usually be relevant in most counseling research projects and should be explicitly and directly addressed” (p. 65). As described by Thompson, practical significance really is the reporting and discussion of the effect size. Ellis et al. indicated that effect size and statistical power could not be ignored due to their impact on Type I and II errors. In addition, Newman et al. defined Type VI errors as an inconsistency “between the study’s research question and the analytical technique and/or research design used in the study” (p. 138). These aspects of quality and their specific variables are described as follows.

**Quality of research design.** Research design consisted of four variables: (a) conceptual basis or theoretical foundation, (b) research question, (c) sampling procedure and its connection to the research design, and (d) psychometrics of instrumentation. Conceptual basis or theoretical foundation was based on examining the literature review and recorded as the presence or absence of a description or name of a theory or conceptual model for variable selection. Research question was coded as the presence or absence of specific research questions or hypotheses at the end of the introduction. Sampling procedure was categorized into the type of probability (e.g., random, systematic) or nonprobability sampling (e.g., convenience, snowball, volunteer) used based on author report from the published article. If the authors did not specify their sampling procedure, this was noted. However, if sampling procedure was not noted and the sample consisted of college students without a research question that was college student specific (e.g., adjustment to college), convenience sampling was coded. Appropriateness of the sampling procedure for the specific research design was also determined. Specifically, experimental designs require a random selection, whereas other research designs can use probability and nonprobability sampling procedures (Heppner et al., 2008). Finally, psychometrics of instrumentation was examined by identifying the instrument, scale, or subscale used in the study and noting whether the authors discussed (a) previous reliability, (b) previous validity, and (c) reliability of the scores on the measure with the current sample.
Quality of data analysis. Data analysis consisted of three variables: (a) type of statistic used and the appropriateness of the statistic, (b) statistical power, and (c) effect size. Type of statistic used was categorized based on what statistical analyses the authors indicated they conducted as well as what was presented in the text or tables (e.g., chi-square, correlation, analysis of variance [ANOVA], multivariate analysis of covariance, hierarchical regression analysis, path analysis). Appropriateness of statistics was defined as (a) whether the analysis conducted connected to or answered a research question (assessing for Type VI error) and (b) whether the analysis was conducted in an appropriate manner (e.g., included the appropriate variables). Statistical power was recorded as (a) whether the author reported statistical power for the analysis conducted and (b) the actual statistical power that existed for the analysis. If the author reported power for statistical analyses, this power was recorded; however, when power was not provided in the article, post hoc power was calculated using the statistical information and sample size provided in the article. Effect size was recorded as (a) whether effect size was reported for an analysis and (b) type of effect (e.g., Cohen’s d, eta-squared) and the size of the effect. Similar to statistical power, the author’s reported effect size was recorded if it was provided; however, in instances where it was not provided, it was calculated post hoc using statistical information provided in the article.

Procedure

Four researchers (the authors) analyzed the data. Two researchers were counselor educators, and two researchers were doctoral students toward the end of their studies. The first author, a counselor educator, provided training using articles that were not in the two volumes selected for the study. Training consisted of discussing all variables in the study, providing definitions of variables, and reviewing a coding form. Each of the authors coded one of the 40 articles in the two volumes. The second author (counselor educator) served as auditor and coded randomly selected quantitative articles from each issue as an ongoing check on IRR. Finally, the first author checked IRR on all coding and reviewed a coding form. Each of the authors coded one of the 40 articles in the two volumes. The second author (counselor educator) served as auditor and coded randomly selected quantitative articles from each issue as an ongoing check on IRR. Finally, the first author checked IRR on all coding and calculated all post hoc power and effect sizes and, when disagreements between researchers existed, coded the article independently and determined if agreement could be met with one of the original coders. Overall IRR on each variable averaged at kappa = .92 (93.87% IRR agreement), with a range from .75 to 1.00.

Results

Research Question 1 focused on identifying the types of quantitative articles published. The 40 quantitative articles included 75% descriptive (n = 30), 7.5% experimental (n = 3), 7.5% quasi-experimental (n = 3), 2.5% outcome based (n = 1), 2.5% secondary data analysis (n = 1), 2.5% Q methodology (n = 1), and 2.5% content analysis of JCD (n = 1). The latter two studies, content analysis and Q methodology, were dropped from this study’s sample. These two studies were removed because their designs involved a different purpose than most quantitative methodologies, their samples differ (e.g., content analysis has a sample size of journal articles, not of human participants; Q methodology requires a small sample size), and neither methodology requires the calculation of psychometrics of instrumentation or statistical power. This resulted in a final sample of 38 articles for the remaining analyses. In this study, the percentages of various quantitative designs published from 2009 to 2010 are similar to those found in Erford et al.’s (2011) content analysis from 1994 to 2009, which concluded that the majority of articles in JCD tend to be descriptive, correlational, and comparative in nature, with smaller percentages of quantitative studies using experimental and quasi-experimental methods. Thus, the current sample, when compared with the 2002–2005 and 2006–2009 samples in Erford et al.’s meta-analysis, is a representative sample of quantitative research published in JCD based on a chi-square analysis ($\chi^2 = 9.82, p > .05$).

To answer Research Question 2 regarding the quality of quantitative research published in JCD, we organized the analyses into two aspects of quality: research design and data analysis, with the specific variables in each aspect previously described (see Table 1).

TABLE 1

Quality of Research Design and Data Analysis

<table>
<thead>
<tr>
<th>Variable</th>
<th>Yes</th>
<th>%</th>
<th>No</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Research question stated (n = 38)</td>
<td>31</td>
<td>81.6</td>
<td>7</td>
<td>18.4</td>
</tr>
<tr>
<td>Sampling method provided (n = 38)</td>
<td>33</td>
<td>86.8</td>
<td>5</td>
<td>13.2</td>
</tr>
<tr>
<td>Appropriateness of stated sampling method to design (n = 33)</td>
<td>32</td>
<td>97.0</td>
<td>1</td>
<td>3.0</td>
</tr>
<tr>
<td>Psychometrics of instrument</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Previous validity reported (n = 130)</td>
<td>55</td>
<td>42.3</td>
<td>75</td>
<td>57.7</td>
</tr>
<tr>
<td>Previous score reliability reported (n = 130)</td>
<td>90</td>
<td>69.2</td>
<td>40</td>
<td>30.8</td>
</tr>
<tr>
<td>Current score reliability reported (n = 139)</td>
<td>118</td>
<td>84.9</td>
<td>21</td>
<td>15.1</td>
</tr>
<tr>
<td>Appropriateness of data analysis (n = 218)</td>
<td>191</td>
<td>87.6</td>
<td>25</td>
<td>11.5</td>
</tr>
<tr>
<td>Reported statistical power (n = 156)</td>
<td>20</td>
<td>12.8</td>
<td>136</td>
<td>87.2</td>
</tr>
<tr>
<td>Adequate level of power (.80)</td>
<td>98</td>
<td>73.7</td>
<td>35</td>
<td>26.3</td>
</tr>
<tr>
<td>Reported effect size (n = 198)</td>
<td>109</td>
<td>55.1</td>
<td>89</td>
<td>44.9</td>
</tr>
</tbody>
</table>

Two analyses were unknown; thus, they could not be judged as appropriate or not appropriate. Seventeen of these 35 analyses were not found to be statistically significant, possibly a Type II error.
grounded their study in or discussed a theoretical framework, indicating 50% did not. Most authors (n = 31, 81.6%) stated clear research questions and/or hypotheses. For the remaining seven articles (18.4%), the purpose of the article had to be inferred by the reader.

**Sampling procedures.** In five of the 38 articles (13.2%), authors did not indicate the sampling method used to solicit participants. Of the 33 who did discuss sampling methods, 32 used appropriate sampling methods for their stated research design. Six of the 33 studies (18.2%) used probability sampling procedures, 24 studies (72.7%) used nonprobability sampling procedures, and three studies (9.1%) used a mixture of probability and nonprobability methods. Two of the three experimental designs used probability sampling, but one used nonprobability sampling, which would recategorize the study into a quasi-experimental design.

**Validity and reliability of scores for instrumentation.** Across the 38 quantitative studies, the average number of instruments or subscales used to collect data was 3.65 (SD = 2.16, range = 1 to 11, mode = 5), equating a total of 139 instruments or subscales (i.e., variables) used. Of the 139, nine scales were created for the study; therefore, previous validity and reliability information was not available. The remaining 130 instruments used were described and cited as previously existing instruments or subscales. Of the 130, previously determined validity was not mentioned for 75 (57.7%) and past reliability was not mentioned for 40 (30.8%) instruments. To put this into perspective in terms of number of articles, 29 did not include/report previous instrument validity and 16 did not report previous reliability. Authors who did not report instrument reliability typically also did not report validity. Thus, it was unclear whether instruments used in 29 (76%) of the articles actually measured the construct they were reported to measure because of the lack of information regarding validity.

Although validity was typically reported nonnumerically (e.g., “this measure has been found to be adequately correlated with similar constructs”), reliability was usually reported numerically. Authors including previous reliability reported estimates ranging between .47 and .97 (M = .84, SD = .09, n = 85; for five instruments, reliability was discussed but no numerical information was provided). This indicates that the majority of instruments had scores that were reliable; however, five instruments were below a reliability level of .70 (see Loewenthal, 2001, for discussion of acceptable reliability coefficients).

In terms of reporting validity and reliability for the current sample, validity was not reported for the current sample for 97% of the instruments. More important, validity was not discussed for the nine instruments created for the purposes of the studies, again bringing into question whether the instruments measured the purported construct. Although it is not always a requirement to test validity of a previous instrument, it is common practice to report reliability (i.e., ensuring consistency of an instrument) with the current sample, as was done in most of the 38 quantitative articles. Specifically, reliability for the current samples was reported for the majority (n = 118, 84.9%) of instruments but was not discussed for 21 instruments (15.1%). Current reliability was typically provided numerically, with estimates ranging from .40 to .99 (M = .82, SD = .11; n = 115). Scores on 12 of the instruments had alphas of less than .70, which questions consistency of the scores for the study’s sample.

**Data Analysis**

**Type of analysis.** In the 38 quantitative articles examined from 2009 to 2010, a total of 218 statistical analyses were conducted. The number of analyses per article ranged from one to 14 (M = 5.86, SD = 3.26). As can be seen in Table 2, the most common statistical procedure was ANOVA (n = 28, 12.8%), followed by hierarchical regressions (n = 24, 11%) and correlations (n = 20, 9.2%). Two analyses could not be coded. Specifically, the author(s) indicated they had done “tests of significance” or that a result was not significant but did not specify which type of statistic had been used nor provide any statistical report in the text.

**Appropriate analysis.** To determine if the analysis used was appropriate for the study, we asked two questions. First, did the statistical analysis answer or connect to a research question in the article (Type VI error)? Second, was the statistical analysis conducted appropriately? The majority of

<table>
<thead>
<tr>
<th>Type of Analysis</th>
<th>f</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Means and standard deviations</td>
<td>8</td>
<td>3.7</td>
</tr>
<tr>
<td>Frequencies</td>
<td>7</td>
<td>3.2</td>
</tr>
<tr>
<td>Correlations</td>
<td>20</td>
<td>9.2</td>
</tr>
<tr>
<td>Multiple/linear regression</td>
<td>16</td>
<td>7.3</td>
</tr>
<tr>
<td>Hierarchical regression</td>
<td>24</td>
<td>11.0</td>
</tr>
<tr>
<td>Stepwise regression</td>
<td>6</td>
<td>2.8</td>
</tr>
<tr>
<td>Regression, other</td>
<td>2</td>
<td>0.9</td>
</tr>
<tr>
<td>Independent t test</td>
<td>12</td>
<td>5.5</td>
</tr>
<tr>
<td>Paired t test</td>
<td>10</td>
<td>4.6</td>
</tr>
<tr>
<td>ANOVA</td>
<td>28</td>
<td>12.8</td>
</tr>
<tr>
<td>MANOVA</td>
<td>12</td>
<td>5.5</td>
</tr>
<tr>
<td>ANCOVA</td>
<td>9</td>
<td>4.1</td>
</tr>
<tr>
<td>Factorial ANOVA/MANOVA</td>
<td>7</td>
<td>3.2</td>
</tr>
<tr>
<td>Repeated measures</td>
<td>6</td>
<td>2.8</td>
</tr>
<tr>
<td>Discriminant analysis</td>
<td>6</td>
<td>2.8</td>
</tr>
<tr>
<td>Chi-square</td>
<td>16</td>
<td>7.3</td>
</tr>
<tr>
<td>Path analysis</td>
<td>1</td>
<td>0.5</td>
</tr>
<tr>
<td>Structural equation modeling</td>
<td>6</td>
<td>2.8</td>
</tr>
<tr>
<td>Other</td>
<td>20</td>
<td>9.2</td>
</tr>
<tr>
<td>Unknown</td>
<td>2</td>
<td>0.9</td>
</tr>
</tbody>
</table>

Note. N = 218 analyses. “Other” statistical analyses included bootstrapping methods, cluster analyses, confirmatory factor analyses, Mann–Whitney U, Fisher’s exact tests, Somer’s d, and slope analysis. ANOVA = analysis of variance; MANOVA = multivariate analysis of variance; ANCOVA = analysis of covariance.
the analyses were appropriate to answer the research question \((n = 191, 87.6\%)\); 25 analyses \((11.5\%)\) were considered inappropriate. Specifically, 21 analyses exhibited Type VI error (i.e., the statistical procedures were not connected to the research question). Of the 21 that exhibited Type VI error, no rationale was stated for 15 analyses (i.e., no connection to research question), five analyses were conducted as post hoc or due to curiosity but did not connect to answering the originally stated research question, and one analysis conducted did not use any of the constructs identified in the research question. Additionally, two hierarchical regression analyses had the dependent variable entered into the equation as an independent variable, resulting in the only step in the regression analysis that was found to be statistically significant. Finally, as stated earlier, two analyses included comments regarding significance levels or impact but no statistical information was provided (including the test that was used). Although the analyses were appropriate and conducted properly, it was found that four analyses were labeled incorrectly in the text and the tables (e.g., multivariate analysis of variance instead of ANOVA, multiple regression instead of logistic regression).

**Statistical power.** Power is the probability that a Type II error is not being made in a study. Because (a) Type II error is the failure to reject a null hypothesis when the null hypothesis in fact should be rejected and (b) all statistically significant results involved rejection of the null hypothesis, (c) power becomes irrelevant once results are statistically significant. Of the 218 analyses, power is appropriate to discuss for 156 of the analyses (the remaining analyses were more descriptive in nature). Of the 156, authors mentioned power or discussed the required sample size for only 20 \((12.8\%)\) of the analyses, leaving it unclear whether the other 87.2% had enough power to find significant results if they existed. Although almost 13% of authors did report power, some simply indicated more general power or stated they had “enough power to run the statistics in the study” but did not report specific analyses. For the analyses for which no power was provided \((n = 133)\), power was calculated by the current researchers post hoc. Power could not be calculated for 23 analyses because the authors did not provide enough information in the article. For the remaining analyses, where power was provided or could be calculated, power was considered to be adequate (i.e., above .80) for 73.7% of the analyses \((n = 98)\), with 26.3% \((n = 35)\) having statistical power levels below .80. Of these 35 analyses, 17 \((48.6\%)\) of those without adequate power did not find a significant result, potentially the result of a Type II error. Seventeen analyses may be a conservative estimate because the 23 analyses in which power could not be calculated, due to lack of statistical information, were typically nonsignificant findings. Thus, these analyses may have been a result of a Type II error as well.

**Effect size.** Of the 218 analyses, it was appropriate to assess effect size for 198 analyses. Authors reported an effect size for 109 of these analyses \((55.1\%)\). Regarding those effect sizes not reported \((n = 89, 44.9\%)\), the reason for 38 analyses not reporting effect size might have been the lack of significant findings; in the remainder, effect size was not reported even when the analysis produced significance. Effect size was calculated post hoc when it was not provided, although we could not calculate effect size for 55 analyses because of insufficient information provided in the article. Many different types of effect sizes can be used for different analyses. For example, \(R^2\)-squared is typically used for regression analyses; Cohen’s \(d\) and eta-squared are most common for \(t\) test and ANOVA, respectively, although Cohen also indicated \(f\)-squared can be used for ANOVAs and regression analyses; and Cramer’s phi is used for chi-square, to mention just a few. (See Cohen, 1992, for more information on effect sizes.) Overall, effect sizes ranged from less than .00 to 1.28 \((M = .26, SD = .24)\), indicating that, on average, authors are explaining approximately 26% of the variance of their dependent or criterion variables.

**Discussion**

The purpose of this study was to take an initial look at the quality of research published in counseling journals. We examined quantitative articles published in two volumes of *JCD* \((2009\) and \(2010; n = 38\) articles). As noted in this study and previous content analyses (e.g., Erford et al., 2011), the majority of studies published were descriptive in nature \((79\%, 30\) of \(38\) articles), with only a few experimental, quasi-experimental, and outcome-based studies. All research designs are important. Descriptive research helps inform theory by describing phenomena and relationships, whereas experimental, quasi-experimental, and outcome-based research designs inform practice (Heppner et al., 2008). It becomes problematic, however, when one design is used more than others. With the majority of research published being descriptive \((79\%\) in this study and, since 1994, 69% in Erford et al., 2011), this means researchers in our field are neither examining what is effective in counseling (e.g., experimental, quasi-experimental, outcome-based, analogue designs) nor examining what occurs within the therapeutic or educational encounter (e.g., process research). Reasons for the lack of research publications that directly affect practice are unknown. Lack of training or knowledge in these designs and the feasibility of conducting intervention and cause–effect designs are possible explanations.

We found both strengths and concerns regarding the quality of research. Strengths included providing specific research questions, conducting appropriate analyses, using appropriate sampling methods for the selected research design, and using instruments with satisfactory reliability. The most common concerns for research design were lack of grounding the research in theory and lack of validity information for the scores on instruments. The most common concerns in data analysis included absence of reporting statistical power and the appropriateness of the statistical analyses used, specifically Type VI error.
Research question and theoretical framework. The majority of authors stated specific research questions; only a few authors omitted them. A clear research question sets the framework for the research design and data analysis (e.g., Trusty, 2011). Although the statement of research questions was a strength found in the current study, a concern is that half of the authors did not base or ground their research question in a theoretical framework or conceptual model. Theory justifies the variables selected for a study and can influence implications the results have on practice (American Educational Research Association, 2006; Boote & Beile, 2005; Trusty, 2011); theory provides the rationale for why the author expects the variables to relate as hypothesized (Gelso, 2006a). As Menninger (1938) wrote, “to have a theory, even a false one, is better than to attribute events to pure chance. ‘Chance’ explanations leave us in the dark; a theory will lead to confirmation or rejection” (p. viii).

Appropriateness of analyses. More than one analysis was conducted in 95% (n = 36) of articles, with the mode number of analyses conducted per article being five. The more analyses conducted, the greater the potential for Type I error (Heppner et al., 2008). More specifically, on average, if the significance level is set at .05, there is a 5% chance that significance will be found in the sample that does not exist in the population (approximately 1 out of every 20 analyses). Thus, consolidating analyses into fewer, more complex analyses may be more appropriate. For example, to combine the multiple univariate (i.e., one dependent variable) analyses in the same study into fewer multivariate (i.e., more than one dependent variable) analyses would lower Type I error, or the probability of finding a false significant result. In addition, it would provide a more holistic picture, because variables do not act in isolation but occur in combination with each other in the real social and behavioral world.

A strength in the current findings is that the majority of analyses conducted were deemed appropriate; however, 12% were not. The majority of these inappropriate analyses were not connected to the research questions (Type VI error; Newman, Deitchman, Burkholder, & Sanders, 1976; Newman et al., 2002). Thus, 12% of the analyses were conducted with no clear purpose, ultimately increasing Type I error while not helping to solve the stated research problem. The Research Competencies for the Counseling Profession (Wester & Borders, 2011), endorsed by the Association for Counselor Education and Supervision, specifically indicates that competent researchers “understand data analysis is tied to the research question” (p. 5). Thus, although the majority of studies stated a clear research question, 12% of the analyses were not tied to the stated research questions.

Some of the analyses were incorrectly labeled or were not reported (i.e., no descriptions or statistical information provided in the article), creating difficulties in determining the meaning or appropriate application of the findings. Finally, two of the analyses were done incorrectly, leading to significance when in fact there may not have been a relationship. As stated by Scherbaum (2006), “the validity of . . . conclusions rests on the appropriateness of the statistical analyses chosen, the degree to which the assumptions of the statistical analyses are satisfied, and statistical power” (p. 288).

Statistical power. Sample, particularly its size, can affect the ability to find a statistically significant result. Specifically, sample size, along with effect size, significance level, and variance, plays a role in the ability to detect group differences or correlations (Sink & Mvududu, 2010). The ability to find statistical significance, if it exists, denotes statistical power. Although it is recommended to provide information on the process that leads to sample size decisions (Wilkinson & the Task Force on Statistical Inference, 1999), power is rarely reported in social science research (Cohen, 1992). This was the case in this study: Statistical power was not reported for the majority of the analyses (87%), leaving the process of sample size selection unanswered.

An argument could be made that reporting power is only important when results are not significant, because adequate statistical power provides the researcher and reader comfort in knowing that a statistically significant result could be found if one existed (e.g., Balkin & Sheperis, 2011). In the current study, 17 analyses were found to be not significant and not have enough statistical power, potentially resulting in Type II errors (i.e., finding no significance when significance, in fact, might exist). It is believed that the known value of 17 analyses is conservative, because of the additional 23 analyses where power could not be calculated post hoc due to the lack of statistical information in the article. In these cases, the analyses were not significant, and, thus, the authors did not provide statistical information on the test. This potentially resulted in 40 analyses (18% of all analyses in this study) that were a result of Type II error. Conducting a priori power analyses is necessary (Balkin & Sheperis, 2011; Sink & Mvududu, 2010), because Type II errors can have serious implications for the interpretation of results and for counseling practice. Low power may lead a researcher to indicate a relationship does not exist or determine that a treatment does not work when, in fact, these are false conclusions and may solely be due to an inadequate sample size.

Instrumentation. Problems in instrumentation are one of the main reasons studies submitted for publications are rejected (Trusty, 2011). Instrument psychometrics include the validity and reliability of instruments. Validity, indicating whether an instrument appropriately measures the construct or variable it is intended to measure, is one of the most important factors to consider when evaluating an instrument (Constantine & Ponterotto, 2006). In the current study, authors did not provide information related to validity for the majority of measures (58%, 29 of 38 articles). This brings up serious concerns regarding whether the instruments used actually measured the constructs proposed in the study. For example, a study may have found that Treatment A decreased
Reliability is the degree to which scores on an instrument are not a consequence of error (e.g., a student’s mood on test day that created random error, exposure to a traumatic event on test day for all participants that resulted in systematic error) and will consistently provide the same results (Constantine & Ponterotto, 2006). Vacha-Haase and Thompson (2011) described score reliability as “the degree to which scores measure ‘something’ as opposed to ‘nothing’ (e.g., are completely random)” (p. 159). In this study, 42% of authors omitted previous score reliability of an instrument and 36% did not report the score reliability for the current sample. This is slightly lower than the typical average of 54% of social science authors neglecting to provide score reliability (Vacha-Haase & Thompson, 2011). Not providing this information is problematic, particularly when measures were created for samples other than those in the study. Score reliability can compromise effect sizes and statistical findings (Vacha-Haase & Thompson, 2011).

Even when authors did report reliability, some score reliabilities fell below the acceptable level of .70, again raising questions about the findings (McCready, 2006), because it is unclear if the scores were a result of error or were true scores. When low reliability occurs, at minimum, researchers should note this as a limitation and state caution regarding the implications, or the instrument or scale should not be used. (One author removed an instrument because of a reliability alpha of .40.) Regardless, reliability needs to be assessed and reported.

**Effect size.** Effect size goes beyond statistically observed effects and provides more practical meaning behind the findings (Cortina & Landis, 2009). It also assists in describing and presenting findings in a usable manner for consumers (Trusty, Thompson, & Petrocelli, 2004) by indicating the strength of a relationship or degree that one variable explains another variable. Practically speaking, if Treatment A explains 60% of the change in behavior and Treatment B explains 20% of behavioral change, most counselors would want to implement Treatment A. In the current study, a strength was that the majority of analyses conducted explained moderate to high levels of variance (i.e., had moderate to high effects). However, small effects should not be dismissed but need to be contextualized (Cortina & Landis, 2009). More specifically, if Treatment A costs thousands of dollars per client but Treatment B is free, then Treatment B may be more preferable for counselors to use with their clients.

Regardless of the size of the effect, what is more important is simply reporting the effect, because effect size has an impact on the statistical power of future samples. Helps readers to understand the stability of the findings by providing a comparison point across research studies, and determines the impact the effect might have in treatment (e.g., Sink & Mvududu, 2010; Trusty et al., 2004). In almost half of the articles in the current study, authors did not report effect sizes (for 45% of the analyses), creating difficulty in understanding the implications of results for practitioners, consumers, and researchers. This finding is similar to research by Thompson and Snyder (1998), who found that only 60% of authors reported at least one effect size.

**Limitations**

Although this study adds to the knowledge of quality of research in our field, some limitations exist. Specifically, the sample was small (i.e., 38 quantitative articles) but appeared to be a representative sample in terms of quantitative designs, sample demographics, and analyses conducted when compared with Erford et al.’s (2011) content analysis of 15 years of articles in *JCD*. A sample size of 38 is larger than what has been used in similar studies (e.g., Thompson & Snyder, 1998, explored statistical significance and score reliability using 26 studies). Regardless, more articles need to be examined across other counseling journals to assess the quality of research being published in the field. Additionally, although quality was assessed, definitions for some of our variables were liberal. Specifically, while the presence or absence of theory or conceptual framework in the introduction was determined, we did not assess the appropriateness of the theory to the research question or whether the variables were tested as stated in the theory. Further examination is needed to determine if counseling researchers are properly using theory in their research. Appropriate analysis also was defined in a limited manner: whether the analyses addressed the research question and whether analyses were conducted appropriately in terms of the variables entered. We did not determine if all assumptions of the analyses were met, which can affect the results. Finally, only quantitative articles were examined, leaving the question of the quality of qualitative articles unanswered. Similar studies of qualitative articles are needed to achieve the full picture of research quality in counseling journals.

**Implications**

Examining the quality of our research is imperative. It is one of the ways that, as a profession, we counselors ensure the growth and development of our field. Sink and Mvududu (2010) stated, “If the ultimate goal of most counseling-related research is to positively affect the profession and the work of practitioners and their clients, knowing the basics and the nuances of quality research is indispensable” (pp. 1–2). Understanding where counselors’ strengths as researchers lie, as well as the consistent concerns found in published research, is a critical step toward this goal.

The reliance on more descriptive studies and univariate analyses could be easily diversified through knowledge or skill acquisition. There may be a lack of training in the breadth of designs or analyses, a component of research
be a mentoring opportunity in research (e.g., helping the student learn how a sample size gets selected based on effect size and power, assisting the student in explaining how the statistical procedure connects to the research question) rather than simply a gopher activity (e.g., retrieve articles for the faculty to read). Creating an environment of experiential training can get students excited about research and help them develop a strong research identity (Gelso, 2006b). In such an environment, students can become more competent in all aspects of research or, at minimum, understand their limitations as a researcher (i.e., understand and acknowledge what they do not know), as well as learn how to use mentors and other resources to get the needed information.

Another implication for training is the potential impact these results could have on revisions to the Council for Accreditation of Counseling and Related Educational Programs (CACREP) Standards. The current CACREP (2009) Standards include statements of research knowledge and skills for master's- and doctoral-level students that specify some aspects of program evaluation and knowledge of instrument psychometrics. Otherwise, CACREP directs counselor education programs to create their own objectives to achieve “research competence” of their graduates (CACREP, 2009, p. 34). This approach allows programs flexibility but little guidance. Given that the same research design and statistical concerns around quality have arisen across almost 2 decades (Fong & Malone, 1994; Thompson & Snyder, 1998; Vacha-Haase & Thompson, 2011), it may be time to incorporate some of the components of quality research into standards for research training to ensure consistency across training programs. These standards might include required training in the areas of research design, statistical analyses, statistical power, and effect size.

Even when training programs address research knowledge and skill, it is ultimately up to the researcher to gain the competence required to conduct the research he or she would like to conduct. As stated in the research mentorship guidelines (Borders et al., 2012), mentees should understand what it is they need and seek out research mentors who can help to provide this information and experience. Researchers need to understand their limitations in knowledge and skill in research (e.g., lack of knowledge of research designs, lack of skill in statistical analyses or interpretation of findings; Wester & Borders, 2011) and seek to fill this gap through continuing education (Wester & Borders, 2011) or research mentorship (Borders et al., 2012). JCD (ACA, n.d.) has specific requirements for publishing research articles. These requirements include a review of the literature that logically leads to the research questions; full description of participants, variables, instruments, data analysis, and results; and a report of clinical significance (or effect size). With these guidelines for publication, it is somewhat surprising to find that authors did not follow these guidelines. Specifically, 50% did not provide a conceptual or theoretical framework that led to a research question, because conceptual frameworks are typically found in the literature review and
provide a clear rationale for the variables selected and explored in a research question (e.g., Ravitch & Riggan, 2012; Wester & Borders, 2011). Thirteen percent of authors did not describe the sampling method used to gain research participants, thus not providing a full description of their sample. In addition, 15% (current score reliability) to 58% (previous validity) of authors omitted psychometric information for variables and instrumentation, leaving the reliability and validity of their instruments for previous and current samples unknown. Authors should be encouraged to report score reliability for their current sample, a recommendation made over a decade ago by Thompson and Snyder (1998) but not followed by 15% of the authors in this study. Finally, JCD requires authors to report effect size. The author guidelines for JCD (ACA, n.d.) specifically indicate “authors are expected to discuss the clinical significance of the results. JCD requires authors to follow the Publication Manual of the American Psychological Association with regard to reporting effect size” (p. 1). Additionally, Thompson (2002) urged that practical significance, or effect size, get reported for every article and statistical significance test. However, no effect size was reported for 45% of the analyses. Therefore, authors should use JCD guidelines as a checklist of what needs to be reported in their manuscript.

Although JCD author guidelines do not specifically state reporting statistical power, Sink and Mvududu (2010) suggested that not running statistical power analyses a priori could be considered unethical, because a researcher would be asking people to participate in a study that might never find significance simply because not enough people were invited to participate. Balkin and Sheperis (2011) further recommended conducting post hoc statistical power analyses for nonsignificant results to ensure adequate power was achieved and the findings were not due to an unexpected low effect size or variance in the scores. It is up to the primary researcher to ensure the research study is carried out ethically (ACA, 2005, G.1.e.). This includes all aspects of the research process (Wester, 2011), including data analysis and reporting of results. Eleven percent of analyses were conducted inappropriately, with two analyses violating statistical assumptions (i.e., entering the dependent variable as an independent variable). Conducting inappropriate statistical analyses, violating assumptions of statistical analyses, or running multiple analyses even though they are not attached to the research questions (Type VI errors) provide the counseling community with false or invalid data and could be considered unethical (Wester, 2011).

Although the burden of responsibility does lie with the author or researcher of the study, the implications of this study also pertain to reviewers of manuscripts. Reviewers need to be clear about the requirements of authors by ensuring all components expected in JCD author guidelines are present in the manuscript. In particular, it appears reviewers need to be stricter in terms of the reporting of effect size, psychometrics of variables and measures, and sampling procedure. Reviewers also need to pay close attention to the data analyses.

Although the majority of analyses in this study were appropriate, two had major violations of statistical assumptions. In addition, the majority of problems that arose in the data analysis were Type VI errors, or the appropriateness of the statistical analysis for answering the stated research question. Checking to determine if the analyses answered the research questions and contained the appropriate variables should be fairly straightforward for reviewers to check, even if they were unfamiliar with the nuances or assumptions of various statistical procedures. Reviewers also need to be aware that their views around the importance of a topic may influence their evaluations. Wilson, Depaulo, Mook, and Klaaren (1993) determined that reviewers are less likely to see methodological flaws (e.g., sampling errors, inappropriate interpretation of data) when they perceive the topic to be of value to the field.

### Conclusion

Counseling research is typically designed to influence practice; however, when research is lacking in quality or contains flaws, implications for practice are circumscribed. Flawed research (in this study defined as errors in research design and data analyses) published in academic journals can lead to application of inappropriate treatments or interventions with clients, students, or supervisees. This study is a first step in examining the quality of published counseling research. Further examination of quality is needed to determine areas needing enhanced training—for educators, future counseling professionals, and journal reviewers. Knowing the strengths and weaknesses of counselors in conducting and disseminating research can lead to more focused efforts to improve the quality of research in the counseling profession.
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